Abstract

This paper discusses the word segmentation of Khmer written text based on Bigram model. This research will carry out two extended methods from the Bigram Model, Word Bigram and Orthographic syllable (technically called as Khmer Character Cluster or KCC in short) Biagram. Many major issues in the segmentation process of Khmer text will be discussed. The sound similarity errors identification of our previous research will be combined in this research to improve the accuracy of the segmentation.

1. Introduction

Khmer writing system does not separate words in the sentence. It posed a major problem for many natural language processing applications such as information retrieval, machine translation, speech processing, etc… where words boundary is very important. It is very easy for the native speaker to judge the break point of the word in the sentence, but it is a different case for the computer. Therefore, automatic word segmentation is critical for Khmer natural language applications. Two major problems occur in the automatic Khmer word segmentation.

The first problem is the ambiguity issue. Since there is no delimiter between words in writing, the computer is more confused by word boundary due to a great quantity of ambiguities. Most of the words can be co-located to form a new word. Hence, word or sentence can be segmented in various ways. For example:

1. មេឃឃមេឃឃ = មេឃឃ or មេឃឃ | មេឃឃ
2. ក្រុមសត្វ = ក្រុមសត្វ or ក្រុមសត្វ or ក្រុមសត្វ

The second problem is the identification of unknown word. Unknown word refers to word that does not exist in the dictionary. It causes segmentation error because since the word does not exist in the dictionary, it could be incorrectly segmented into shorter words or pieces of single syllable. For example, នឹងយោគ would be segmented into នឹង-យោគ after dictionary look-up. Unknown words can be categorized into the different types such as error words, abbreviation, proper names, derived words, compounds, Numeric type compounds etc...

There are not many researches on the topic for Khmer language. Our previous research is the detection and correction of Homophonous errors in Khmer language. The main objective of the research was to detect the sound similarity errors in Khmer writing text. The accuracy of the detection reaches 92 percent. The research used the maximum matching algorithm for the word segmentation. It is a dictionary-based algorithm, which selects the segmentation with minimum of words as the result.

This research will incorporate the disambiguation module using Bigram model with the homophonous error segmentation of our previous research.

2. Methods

2.1. General algorithm of the Khmer word segmentation

The main algorithm of the Khmer word segmentation is the same as the previous research. Only disambiguation module is changed.

First, as illustrated in Figure 1, the input sentence is segmented into combinations of character, called Khmer Character Cluster (in short KCC). Then, KCC matching module reads each KCC one by one from left to right and match them. Then, it converts the KCCs into KCE string. The KCE string is used to look up if it exists or not in the dictionary. Therefore, multiple possible segmentations of the input text are generated. The disambiguation module will select the best segmentation among those candidates. Here, Bigram model is used. Trained text corpus is required. The
more text corpus we collected and trained, the higher the accuracy of the segmentation.

![Flowchart of the System](image)

**Figure 1: Flowchart of the System**

### 2.2. Bigram model understanding

Bigram model is used in the disambiguation module to decide the most appropriate segmentation among the list of candidates. The main idea is to assume that the next word can be predicted given the previous word. Therefore, the probability function is as followed:

\[
P(w^n_k) = \prod_{k=1}^{n} P(w_k | w_{k-1})
\]

For example, given the Bigram probabilities table shown in Table 1, the probability of the sequence “I have dinner” is:

\[
P(\text{I have dinner}) = P(\text{I} | \text{<BOS>}) \times P(\text{have} | \text{I}) \times P(\text{dinner} | \text{have})
\]

\[
= 0.3 \times 0.2 \times 0.25 \times 0.13
\]

\[
= 0.00195
\]

**Table 1: Bigram probability table**

<table>
<thead>
<tr>
<th>Bigram</th>
<th>Probability value</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;BOS&gt; I</td>
<td>0.3</td>
</tr>
<tr>
<td>I have dinner</td>
<td>0.2</td>
</tr>
<tr>
<td>have dinner</td>
<td>0.25</td>
</tr>
<tr>
<td>dinner &lt;EOS&gt;</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Note: <BOS>: Beginning of sentence  
<EOS>: End of sentence

#### 2.2.1. Overflow issue:

Since the probabilities are all less than one by definition, the product of many probabilities gets smaller. Practically, this might risk the numerical overflow, if the probability of a very long sequence is computed. Logarithm value of each probability should be applied. Therefore, multiplication operation is changed to addition operation.

#### 2.2.2. Data sparseness issues:

Data sparseness is a very serious and frequently occurring problem since the size of the corpus never seems to get enough. It means that if there is unseen Bigram, the probability of the sequence is zero due to the equation above. The smoothing technique makes the distribution more uniform and redistribute probability mass from higher to lower probabilities. In this research, Witten-Bell smoothing technique is selected to handle the issue.

The basic idea of Witten-Bell smoothing technique is that an unseen n-gram is one that did not occur yet, so when it does happen, it will be the first occurrence. Therefore, the probability of the unseen n-gram is the probability of seeing a new n-gram.

\[
P^\text{WB}(w_i | w_{i-1}) = \begin{cases} 
T(w_{i-1}) \
\frac{\epsilon(w_i)}{N(w_{i-1})+\epsilon(w_i)} & \text{if } C(w_{i-1}) \leq 0 \\
\frac{T(w_i) + \epsilon(w_i)}{N(w_{i-1})+\epsilon(w_i)} & \text{if } C(w_{i-1}) > 0 
\end{cases}
\]

Where

- \( C(w_{i-1}) \) is the number of occurrence of the word \( W_{i-1} \), followed by \( W_i \)
- \( T(w_{i-1}) \) number of Bigram types starting with \( W_{i-1} \)
- \( N(w_{i-1}) \) is the actual frequency of Bigrams beginning with \( W_{i-1} \)
- \( Z(w_{i-1}) \) Number of Bigrams starting with \( W_{i-1} \) that were not seen

For example, Table 2 shows the chart of the occurrences of the words in the corpus.
Table 2: Chart of occurrences of the words in the corpus

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>…</th>
<th>N(w₁)</th>
<th>T(w₁)</th>
<th>Z(w₁)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>30</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>30</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>300</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

+ The probability value of the seen Bigram AB is

\[
P(AB | A) = \frac{C(AB)}{(N(A) + T(A))} = \frac{10}{30 + 3} = 0.3030
\]

+ The probability value of the unseen Bigram that start with C is:

\[
P(A | C) = \frac{T(C)}{Z(C,N(C) + T(C))} = \frac{1}{1(300 + 1)} = 0.0011
\]

\[
P(B | C) = \frac{T(C)}{Z(C,N(C) + T(C))} = \frac{1}{1(300 + 1)} = 0.0011
\]

3. Experiment Result

At present, many texts with different genres were collected and manually segmented. The current size of the training corpus is 10.6 MB with 673295 words and 20991 vocabularies. Usually, three measures are used to evaluate the segmentation accuracy: Precision rate, Recall rate and error rate. A perfect method will have an error rate of zero and recall and precision of 100%. The formula is defined by Pevzner et al. (2002).

\[
\text{Precision rate}(P) = \frac{C}{M}
\]

\[
\text{Recall rate}(R) = \frac{C}{N}
\]

\[
\text{Error rate} = \frac{E}{N}
\]

\[
\text{F-Measure} = \frac{(P*R*2)}{(P+R)}
\]

Where,

\[
N \quad \text{Number of words occurring in the manual segmentation}
\]

\[
E \quad \text{Number of words incorrectly identified by the automatic method}
\]

\[
C \quad \text{Number of words correctly identified by the automatic method}
\]

\[
M = C + E \quad \text{Number of words identified by automatic segmentation}
\]

Some random texts were selected from the newspaper and the book for evaluating the accuracy of approach. The text is about 190 KB in size with 13025 words. For experimentation, we compare the automatic segmented text with the manual segmented text. The result of the two approaches on the testing text is as shown in Table 3.

Table 3: Results

<table>
<thead>
<tr>
<th></th>
<th>Word Bigram</th>
<th>KCC Bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of words</td>
<td>12760</td>
<td>11602</td>
</tr>
<tr>
<td>Precision Rate</td>
<td>91.562</td>
<td>72.327</td>
</tr>
<tr>
<td>Recall Rate</td>
<td>92.138</td>
<td>72.438</td>
</tr>
<tr>
<td>F-measure</td>
<td>91.849</td>
<td>72.382</td>
</tr>
</tbody>
</table>

4. Problems with KCC bigram model

One advantage to use the KCC Bigram model is that it requires less storage space. Since word is the combination of one or more KCCs, the total number of KCC tokens is predictably less than that of words and so do the co-occurrence of the two consecutive KCCs. However, it is the reason for high ambiguity. As illustrated in the result chart in the experimentation section, the ability to disambiguate using KCC Bigram model is low compared to another approach.

Another issue concerning with the KCC Bigram model is its high computation. The method requires more lookup for the co-occurrence between two consecutive KCCs. For example, let suppose each English character represents a syllable and we have a sequence of words abc-de-fg.

In order to compute the probabilities of the above word sequence in word Bigram model, we need to lookup two times for the co-occurrence between two consecutive words: Co(abc,de), Co(de,fg). However, in KCC Bigram model, we needs 7 lookups: Co(a,b), Co(b,c), Co(c,EOW), Co(d,e), Co(e,EOW), Co(f,g), and Co(g,EOW).

5. Conclusion

This document described the researches and techniques for the Khmer word segmentation. Many problems had been solved concerning the issues faced including the word segmentation ambiguities and unknown word identification.

Two statistical based approaches had been proposed to solve the segmentation ambiguities, word
Bigram model and Orthographic syllable Bigram model. According to the experimentation, Word Bigram outperforms the Orthographic syllable Bigram approach. Most of the segmentation errors cause by unknown words. However, we expect higher segmentation accuracy rate if the size of the training corpus is bigger.

As part of error words identification, the sound-similarity error identification from the previous research is used. Many types of unknown word are not handled yet. It is very difficult to identify whether a string is unknown word or some possible words. Different approaches are needed to detect different categories of unknown word.

6. Further works

Plenty of work needs to be completed to improve both the performance and the accuracy of the automatic word segmentation.

6.1. Unknown word identification

The ability to identify the new words and compound words in the sentence is very important for other NLP application. Since there is no obvious boundary between words in Khmer writing system, it is clear that the unknown word cause the segmentation abnormal. Consequently, the unknown word will be segmented into a piece of single KCC words and shorter words. For example, the word េល្កេ្រូេះ, which is the name of an organization, the segmentation may result េល្កេ្រូេះ after the dictionary look up and disambiguation algorithm.

Only sound-similarity error is solved in this phase of the project, but it is a very small contribution. Many further researches need to be conducted about this topic to improve the Khmer segmentation issue such as:
- Abbreviation and acronym identification
- Proper names identification such as name of places, name of peoples, name of organizations
- Derived word identification
- Compound word identifications
- Numeric compound identification
- Error word identification other than sound-similarity error such typing errors, real word errors.

6.2. Text corpus

The current segmentation method depends strongly on the text corpus. The size of the current text corpus is about 10 MB, which a very small amount. Therefore, more Khmer documents need to be collected and tagged. The bigger the corpus size, the better the accuracy of the segmentation.

6.3. Segmentation speed

The current speed of the segmentation is not high as expected. The main problem is that all the Bigram data are stored in the hard disk. Every access to the frequency of a Bigram required opening a file and searching in it. The average access to a Bigram frequency is 0.5 milliseconds. Two solutions can be used to solve the problem. First is to eliminate the number search of the Bigram frequency during the segmentation process. Second is to find a better method to search for the Bigram frequency. This needs to be done in the further research.
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